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Abstract: Social media has become one of the main channels for people to express their
opinions on various social and political issues. This study aims to apply the BERT model
in analyzing the issue to be analyzed to determine the public's reaction to the tendency of
public sentiment, whether it is positive, negative, or neutral. BERT is very superior in
understanding the meaning of sentences in depth, including in sentiment analysis tasks.
The BERT evaluation shows that Negative sentiment with precision reaches 79%, recall
84%, and fl-score reaches 81%, for Neutral sentiment precision reaches 50%, recall
reaches 45% and f1-score reaches 47%, positive sentiment precision reaches 66%, recall
61%, and f1-score reaches 63% and accuracy reaches 72%. Based on the overall results,
the model produces an accuracy rate of 72%, which indicates that most of the sentiment
predictions match the actual labels.

Keywords: BERT, Sentiment.

Abstrak: Media sosial telah menjadi salah satu saluran utama bagi masyarakat untuk
menyampaikan opini terhadap berbagai isu sosial dan politik. Penelitian ini bertujuan
untuk menerapkan model BERT dalam menganalisis isu tersebut untuk dianalisis guna
mengetahui reaksi masyarakat pada kecenderungan sentimen publik, apakah bersifat
positif, negatif, atau netral. BERT sangat unggul dalam memahami makna kalimat secara
mendalam, termasuk dalam tugas analisis sentimen. Evaluasi BERT menunjukan bahwa
sentimen Negatif dengan preccision mencapai 79%, recall 84%, dan f1-score mencapai
81%, untuk sentimen Netral precission mencapai 50%, recall mencapai 45% dan f1-score
mencapai 47% , sentimen positif preccision mencapai 66%, recall 61%, dan fl-score
mencapai 63% serta accuracy mencapai 72%. Berdasarkan hasil secara keseluruhan,
model menghasilkan tingkat akurasi sebesar 72%, yang menunjukkan bahwa sebagian
besar prediksi sentimen sesuai dengan label sebenarnya.

Kata kunci: BERT, Sentimen.

PENDAHULUAN tokoh publik.
Media sosial telah menjadi salah
Perkembangan teknologi digital satu saluran utama bagi masyarakat untuk
telah mengubah cara masyarakat dalam menyampaikan opini terhadap berbagai
menyampaikan opini terhadap berbagai isu sosial dan politik. Twitter, sebagai
peristiwa, terutama melalui media sosial. salah satu platform media sosial yang
Twitter, sebagai salah satu platform paling populer di Indonesia,
media sosial yang banyak digunakan di menyediakan data yang kaya akan
Indonesia, menjadi ruang diskusi publik ekspresi  publik, termasuk sentimen
yang terbuka dan dinamis. Melalui terhadap figur politik. Salah satu isu yang
Twitter, pengguna dapat menanggapi isu- belakangan ini menjadi sorotan publik
isu sosial dan politik secara real-time, adalah dugaan penggunaan ijazah palsu
termasuk kontroversi yang melibatkan oleh seorang mantan Presiden Indonesia.
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Isu ini menimbulkan pro dan kontra di
tengah masyarakat serta memunculkan
berbagai tanggapan di media sosial,
khususnya Twitter. Analisis sentimen
merupakan metode penting untuk
memahami opini publik secara otomatis.
Dengan kemajuan teknologi pemrosesan

bahasa alami  (Natural Language
Processing/NLP),  algoritma  seperti
Bidirectional Encoder Representations

from Transformers (BERT) telah terbukti
sangat efektif dalam memahami konteks
dan makna dari teks berbahasa alami
(Devlin et al., 2019).

BERT adalah model berbasis
transformer  yang dilatih untuk
memahami hubungan antar kata dalam
kalimat secara dua arah (bidirectional),
sehingga mampu menangkap makna
kontekstual secara lebih akurat. Dalam
penelitian ini, digunakan model BERT
yang telah dilatih pada data berbahasa
Indonesia, yaitu IndoBERT, yang secara
khusus disesuaikan untuk menangani
struktur bahasa Indonesia (Wilie et al.,
2020). Hal ini memungkinkan analisis
sentimen dilakukan secara lebih efektif

terhadap teks-teks yang berasal dari
Twitter.
Beberapa penelitian  terdahulu

telah mengimplementasikan BERT untuk
analisis sentimen. Saputri et al. (2021)
membuktikan bahwa IndoBERT mampu
mengungguli model klasik seperti Naive
Bayes dan SVM dalam klasifikasi
sentimen terhadap data Twitter berbahasa
Indonesia. Hal ini menunjukkan bahwa
BERT tidak hanya memahami struktur
kalimat, tetapi juga mampu menangkap
nuansa emosional dalam teks. Oleh
karena itu, penelitian ini bertujuan untuk
menerapkan model BERT dalam
menganalisis isu tersebut penting untuk
dianalisis guna mengetahui  reaksi
masyarakat pada kecenderungan
sentimen publik, apakah bersifat positif,
negatif, atau netral. Berdasarkan data
yang diambil dari Twitter.

METODE
Adapun kerangka penelitian adalah
sebagai berikut :
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Gambar 1 kerangka penelitian

Crawling Data

Data dikumpulkan dari Twitter/X
menggunakan web scraping melalui
google Collab dengan bahasa
pemograman Python dengan kata kunci
yang relevan seperti ‘“ijazah palsu”,
“mantan  presiden”, dan = “jjazah
presiden”. Data diambil pertanggal 24
April 2025 sejak isu mencuat.  Adapun
data yang diperoleh sebanyak 2055
tweets menggunakan bahasa Indonesia
dan disimpan dalam format
CSV,selanjutnya data akan diolah
ketahap pre-processing.

Pre-Processing Data

Tahap selanjutnya melakukan pre-
processing, data yang sudah disimpan
dalam bentuk CSV. Pada tahapan ini
pre-processing dilakukan dengan
beberapa tahapan yaitu cleaning data,
normalisasi dan translatator.

Vader

Vader (Valence Aware Dictionary
and sentiment Reasoner) adalah salah
satu metode Yyang banyak digunakan
untuk analisis  sentimen  berbasis
leksikon. Metode ini dirancang khusus
untuk menganalisis teks pendek, seperti
tweet, komentar di media sosial, dan
ulasan daring. Salah satu keunggulan
Vader adalah ringan, cepat, dan tidak
memerlukan pelatihan model
sebelumnya.

Analisis Sentimen

Analisis sentimen adalah proses
mengidentifikasi dan mengkategorikan
opini atau emosi yang terkandung dalam
suatu teks, seperti apakah suatu
pernyataan bersifat positif, negatif, atau
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netral. Teknik ini termasuk dalam bidang

text mining dan natural language
processing  (NLP), dan biasanya
digunakan untuk memahami persepsi
publik terhadap isu tertentu, produk,

layanan, atau tokoh publik berdasarkan
data teks dari media sosial, ulasan daring,
atau forum diskusi. Pendekatan dalam
analisis sentimen dapat dilakukan dengan
berbagai cara, seperti menggunakan
metode berbasis leksikon (kamus kata),
pembelajaran mesin (machine learning),
atau gabungan keduanya. Dalam konteks
media sosial seperti Twitter, analisis
sentimen menjadi sangat berguna untuk
menangkap opini masyarakat secara real-
time dalam skala besar (Liu, 2012).

Bert

BERT (Bidirectional Encoder
Representations  from  Transformers)
adalah model pembelajaran  mesin
berbasis arsitektur Transformer yang
dikembangkan oleh Google. Model ini
dirancang untuk memahami konteks kata
dalam suatu kalimat secara menyeluruh,
baik dari arah kiri ke kanan maupun
kanan ke Kkiri secara bersamaan
(bidirectional). Kemampuan ini
menjadikan BERT sangat unggul dalam
memahami  makna  kalimat secara
mendalam, termasuk dalam tugas analisis

sentimen. Dalam  konteks analisis
sentimen, BERT digunakan untuk
mengklasifikasikan emosi atau opini

yang terkandung dalam teks, seperti
apakah sebuah pernyataan bersifat
positif, negatif, atau netral. BERT tidak
bergantung pada kamus kata atau aturan
tetap, melainkan belajar dari data besar
melalui proses pelatihan (pre-training)
dan penyetelan (fine-tuning) pada data
spesifik, misalnya data dari media sosial.

Keunggulan utama BERT dalam
analisis sentimen adalah kemampuannya

menangkap  konteks  makna  kata
berdasarkan posisi dalam kalimat.
Sebagai  contoh, BERT  mampu

membedakan makna kata “jatuh” dalam
kalimat “harga saham jatuh” dan “jatuh
cinta” karena mempertimbangkan kata-
kata di sekitarnya. Hal ini membuat
prediksi sentimen menjadi lebih akurat
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dibanding pendekatan berbasis leksikon
atau metode tradisional lainnya.

Penggunaan BERT dalam Bahasa
Indonesia semakin berkembang dengan
hadirnya versi lokal seperti IndoBERT,
yang dilatih menggunakan korpus teks
Bahasa Indonesia agar lebih memahami
struktur bahasa dan konteks lokal secara
lebih baik.

HASIL DAN PEMBAHASAN

Crawling Data (Pengumpulan Data)

Pada crawling pada penelitian ini
penulis menggunakan teknik scraping
melalui google Collab dan menghasilkan
data sebanyak 2055 tweets berbahasa
Indonesia berformat CSV.

Gambar 2 Hasil Crawling Data

Pre-processing Data

Pada tahap pre-processing data
dilakukan tahapan cleaning data dengan
cara, menghapus URL atau tagar dan
menghapus emoji dan Karakter khusus,
Normalisasi atau mengubah kata yang
tidak baku menjadi bentuk standar
pengulangan karakter, translator
mengubah teks ke bahasa Inggris.

Gambar 3 Tahapan Pre-processing
Data
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Cleaning Data

Sebelum data teks dari media
sosial seperti Twitter dianalisis, penting
untuk melakukan tahapan pembersihan
data (data cleaning). Langkah ini
bertujuan untuk menghilangkan elemen-
elemen tidak relevan yang dapat
mengganggu  pemahaman  konteks
sentimen oleh model analisis, seperti

BERT. Pembersihan ini mencakup
beberapa proses utama sebagai berikut:
Penghapusan URL dan Tagar
(Hashtag)

Teks dari Twitter sering Kkali
mengandung  tautan (URL) yang

mengarahkan ke sumber eksternal, serta
tagar (hashtag) yang diawali dengan
simbol #. Meskipun kadang mengandung
informasi topik, tagar dan URL tidak
memberikan kontribusi signifikan
terhadap analisis sentimen karena
biasanya tidak mengandung emosi atau
opini. Oleh karena itu, elemen-elemen ini
dihapus agar tidak mengganggu proses
tokenisasi atau menyebabkan makna
bias. Contoh: Teks asli: “Skandal besar!
Lihat di sini:  https://t.co/xyz123
#ijazahpalsu”,  Setelah  penghapusan:
“Skandal besar! Lihat di sini”

Penghapusan Emotikon dan Karakter
Khusus

Emotikon (emoji) seperti gambar
emot serta karakter khusus seperti tanda
baca berlebihan (!1! ???), simbol mata
uang, dan karakter non-alfabet lainnya
juga perlu dihapus atau dinormalkan.
Emotikon memang bisa menyampaikan
emosi, namun jika tidak dipetakan secara
khusus, model seperti BERT akan
mengabaikannya atau salah mengartikan.
Oleh karena itu, pada proses cleaning
dasar, emotikon sering dihapus.

Normalisasi Teks

Normalisasi adalah proses
mengubah bentuk kata yang tidak baku
menjadi bentuk yang standar. Hal ini
sangat penting untuk bahasa informal
seperti yang banyak digunakan di media
sosial. Contohnya, kata "gak", "ga",
"nggak”, akan dinormalisasi menjadi
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"tidak". Demikian juga dengan kata "bgt"
— "banget", atau "udh" — '"sudah".
Proses normalisasi membantu
menyamakan bentuk kata agar model
dapat mengenali konteks sebenarnya dari
kata tersebut.

Translator

Jika data tweet berasal dari
berbagai bahasa dan target model adalah
Bahasa Indonesia, maka penerjemahan
otomatis diperlukan, Model ini mampu
menghasilkan terjemahan yang
mempertahankan makna emosional asli
dari teks, sehingga sentimen tetap
konsisten setelah translasi (Liu et al.,
2020).

Gambar 4 Cleaning data

Labeling Menggunakan Vader

Penelitian ini melakukan labeling
dengan  menggunakan  Vader dan
menghasilkan empat nilai sebagai hasil
analisis yaitu, Positive: proporsi kata-kata
positif dalam teks, Negative: proporsi
kata-kata negatif, Neutral: proporsi kata-
kata netral, Compound: skor agregat
yang menunjukkan keseluruhan sentimen
dari teks, berkisar dari -1 (sangat negatif)
hingga +1 (sangat positif).

Untuk keperluan Klasifikasi, skor
compound biasanya digunakan dengan
ambang batas  sebagai berikut:
Compound >= 0.05 — Sentimen Positif,
Compound <= -0.05 — Sentimen
Negatif, -0.05 < Compound < 0.05 —
Sentimen Netral, seperti gambar 5
dibawah ini:
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Gambar 5 Label menggunakan Vader

Dan hasil labeling menggunakan
vader pada penelitan ini adalah sebagai
berikut:

-

Gambar 6 Output Labeling Vader

Dataset

Dataset berjumlah 2055 dibagi
menjadi data training,60%, Validasi data
20%dan data test sebanyak 20%, Seperti
gambar 7 dibawah ini.

Gambar 7 Pembagian Dataset

Dari gambar 7 diatas didapatkan
data training berjumlah 1315, validasi
data berjumlah 329 dan data test 411.
Data training tujuanya untuk model
belajar mengenali pola atau hubungan
antara input dan output (contohnya: teks
tweet dan label sentimennya), Validasi
tujuanya memantau overfitting dan
membantu dalam penyetelan hyper
parameter seperti jumlah epoch, learning
rate, dan dropout rate, dan data test
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tujuanya agar Memberikan gambaran
akurasi dan generalisasi model terhadap
data yang benar-benar baru.

Analisis Sentiment Bert

Dataset yang sudah dibagi dan
diberikan label menggunakan Vader
seperti gambar 8 dibawah ini.

Gambar 8 Analisis sentiment Bert

Dari hasil diatas hasil ditunjukan
pada tabel 1 berikut :
Tabel 1 Hasil Analisis

Epoch | Training Loss Val;g:lstlon
1 No log 0.602288
2 0.758700 0.382164
3 0.459800 0.262861
4 0.226100 0.290795
5 0.123200 0.242536
Tabel diatas menunjukan
ekperimen hasil model pembelajaran
mendalam dengan berbagai macam

kombinasi parameter. Dalam penelitian
ini epoch 1 sampai 5 memberikan hasil
yang bervariasi untuk mengevaluasi
performa model.

Evaluasi

Prediksi mennggunakan model
bert dilakukan untuk mengetahui label
sentimen (positif, negatif, atau netral)
serta Menerapkan model hasil pelatihan
pada data uji atau data nyata yang
ditunjukkan pada gambar dibawah ini:

LMage @ -

Ep Zww e

LR

" perisow 1hiwes e 14, wetse

e, TIPS o

Gambar 8. Evaluasi Bert
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Hasil analisis pada gambar diatas
ditunjukkan pada tabel 2 sebagai berikut.
Tabel 2 Hasil Evaluasi Bert

Precission | ecall | F1-
Score
Negatif | 0,79 0,84 | 0,81
Netral 0,50 0,45 | 0,47
Positif | 0,66 0,61 | 0,63
Accuracy 0,72
Berdasarkan tabel diatas

menunjukan bahwa sentimen Negatif
dengan preccision mencapai 79%, recall
84%, dan fl-score mencapai 81%, untuk
sentimen Netral precission mencapai
50%, recall mencapai 45% dan fl-score

mencapai  47% , sentimen positif
preccision mencapai 66%, recall 61%,
dan fl-score mencapai 63% serta

accuracy mencapai 72%.

SIMPULAN

Berdasarkan hasil evaluasi yang
ditampilkan pada tabel, dapat
disimpulkan bahwa model mampu
mengenali sentimen negatif dengan
cukup baik, ditunjukkan oleh nilai

precision sebesar 79%, recall sebesar
84%, dan fl-score sebesar 81%, yang
menandakan keseimbangan antara
ketepatan dan kelengkapan deteksi
terhadap sentimen negatif. Sementara itu,
untuk sentimen netral, performa model
masih tergolong rendah dengan precision
sebesar 50%, recall 45%, dan fl-score
47%, vyang mengindikasikan bahwa
model cukup kesulitan membedakan
opini netral dari lainnya. Adapun pada
sentimen positif, model menunjukkan
performa sedang dengan precision 66%,
recall 61%, dan fl-score 63%. Secara
keseluruhan, model menghasilkan tingkat
akurasi sebesar 72%, yang menunjukkan
bahwa sebagian besar prediksi sentimen
sesuai dengan label sebenarnya.
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